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Vision-and-Language

A cat is sitting next to a
pine tree, looking up

Vision Language

¢ The intersection of computer vision and natural language processing
e Multi-modal learning
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A cat is sitting next to a
pine tree, looking up

Language

A cat is sitting next to a
pine tree, looking up

Language
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A cat is sitting next to a
pine tree, looking up

Vision Language

e Vision-language joint representation learning
e General multi-modal learning

Why Language in Vision?

o Direct applications

=== Referred Object
- - - Context Objects f
1 »

e Human-computer-interaction
O Easyto generate

e Language-based search
o Clear specification
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Why Language in Vision? cat

o Representation learning

Language Supervised Pretraining A brown and white puppy lying on = I}
green lawn looking at apples. # % 3
! Dog di

= W —r Transformers ‘ L,__ ,__J___"
ConvNet \ Task: Image Captioning
Downstream Transfer } Example: Object Detection

4 W Faser e \Visual representation learning
. B 7 rcNN . L.
with language supervision

image question i}vpol hesis premise paragraph

obout cleverness, wit

is driving a

What color is The woman This movie doesn’t core
’ The woman
Inputs the woman'’s 5 . ,
\ 5 is swimming.
jacket: J car. intelligent humor,

or any other kind of

e Stronger vision, language, and

Tasks detection vaA ( SNLI-VE ] MNU [ anu ] [ aop ] [ 572 ] VL models
|
answer: cannot be sentiment:
contradiction ;
L red J t J L answered J L negative J

Outputs \

learned with a single Unified Transformer (UniT) across tasks

Why Vision in Language?

x
H \/ e Multimodal Machine Translation
O Help solve data sparsity and

transiate
. DE: Ein Kind, das mittelgrof ist, springt . .
~ " von einem staubigen Erdwall. am blgu |ty
3 evaluate 3
EN: A medium sized child jumps off Ref: Ein mittelgroBes Kind springt von
of a dusty bank. einem staubigen Erdwall.

| Sentence: a squirrel jumps on stump |

< & Parser e Unsupervised Grammar Induction
/{>>\ O Help induce syntactic
oo i e - structures

¢1: a squirrel
c,: on stump
€3 jumps on stump
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Vision-and-Language Tasks

A cat is sitting
next to a pine
tree, looking up.

Understanding tasks Generation tasks

A calis silting next to a V|Sua|

Image retrieval
pine tree, looking up. captioning

A cat is sitting next o a
pine tree, looking up.

Visual grounding

A calis sitting next to a TEXt-to-image
pine tree, looking up. SyntheSiS

QA/
Reasoning

Whatis the cat
doing

Vision-and-Language Research in the Stone Age (Pre-DL)
= Unsupervised alignment of video with text

Codabook of Codebook of WVerbs in
Matching Nouns to Objects  Matching Verbs to Actions fooonsis
Add 500 m of DI waterjto the|lsbeled bonle | The person [ta o The person
r 4w removes
I.._‘_I a carrot from
J the refrigerator
- | - ——
g I I alarge knife and
] a cutting board
i | owew The person
| - 4= washes
[Naim et al., 2015 Thecariot.
. . An overview of the text and
L] M Otlvatl ons video alignment framework U . d
. nsupervise
= Generate labels from data (reduce burden of manual labeling) P
= Learn new actions from only parallel video+text
yP BoW, CRF, DTW, etc.

= Extend noun/object matching to verbs and actions
[1] * Iftekhar Naim, Young Song, Daniel Gildea, Qiguang Liu, Henry Kautz and Jiebo Luo, "Unsupervised Alignment of Natural Language

Instructions with Video Segments," AAAI 2014.
[2] * Iftekhar Naim, Young Chol Song, Henry Kautz, Jiebo Luo, Qiguang Liu, Daniel Gildea, and Liang Huang, "Discriminative Unsupervised

Alignment of Natural Language Instructions with Corresponding Video Segments," NAACL 2015.
[3] * Young Chol Song, Iftekhar Naim, Abdullah Al Mamun, Kaustubh Kulkarni, Parag Singla, Jiebo Luo, Daniel Gildea and Henry Kautz,

"Unsupervised Alignment of Actions in Video with Text Descriptions," [JCAI 2016.
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Visual Captioning

Visual QA/Grounding/Reasoning

R

.‘ P
¥

R

™

Guy in yellow dribbling ball

Is there something to cut the vegetables with?

A horse carrying a large load of hay and " green trees in the background
two people sitting on it. photo taken during the day. red train car.

VQA Referring Expressions

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Machine Translation/Grammar Induction

\
®

Text-to-image Synthesis

Popular Tasks:
+  Text-to-image

This bird is red B
* lLayout-to-image

with white ﬂ
+ Scene-graph-to- '\j
belly and has a - image Br4p
dramsiae " <
very short beak +  Text-based image i ::‘ :".‘rn\ :.s.;:;:[a; :.}uiﬁ:s ist, springs
editing evahare §f

| sentence: a squirret jumps on stamp |

{} Parser

EN: A medium sized child jumps off Ref: Ein mitielgrolies Kind springt von

windowpane
pan cinem staubigen Erdwall.

+  Story visualization

\gf i dusty bank

sconce SOTA Models:

ved :,Ju *  StackGAN —_— 4 squimel jumps

l:' \_ J L ¢+ AttnGAN €yt a squirrel ko o
o +  ObjGAN i O

CCUPR Tutoral 11

Visual QA/Grounding/Reasoning

At

\

Vg
£}
A horse carrying a large load of hay and y green trees in the background , =
two people sitting on it. photo taken during the day. red train car VQA Referring Expressions

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VQA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

Text-to-image Synthesis
Popular Tasks:

+  Text-to-image
+ Layout-to-image

This bird is red

with white
. - h-to-
belly and has a ‘ isl_:::; graph:to
veryshortbesi + Text-based image
editing

+  Storyvisualization

windowpane

sconce

SOTA Models:

et me + StackGAN
——1* L[ | +  AttnGAN
o +  ObjGAN
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Visual Captioning

Visual Captioning — Describe the content of an image or video with a

natural language sentence

A cat is sitting next to a
pine tree, looking up.

Visual Captioning Taxonomy

based

=

based

[ Short clips ]-—{ Video ]
Long
videos

Crdit:Luow_ei Zhou l.[kg{::nu*lmr-‘ruu

¥ s
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Image Captioning
* Motivations
— Real-world Usability
¢ Help visually impaired people, learning-impaired
— Improving Image Understanding
¢ Classification, Objection detection

— Image Retrieval

1. A shot from behind home plate of
children playing baseball

2. A group of children playing
baseball in the rain

3. Group of baseball players playing
on a wet field

1. a young girl inhales with the intent of blowing out a candle
2. girl blowing out the candle on an ice cream

Image Captioning with CNN-LSTM

* The Encoder-Decoder framework

Language

— “Catsitting outside”
Decoder e

DEPARITIMENT

COMPUTER
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Image Captioning with CNN-LSTM
®

>

“Show and Tell”

Loz pisi | [1ogpatsa |

[tz ontsnd |

tanh

b

®

(a) RNN (b) LSTM

* The Encoder-Decoder framework

Image Captioning with CNN-LSTM

“Show and Tell”
e Teacher forcing training b e |
Cat sitting outside [END] LI ]
 [Begin] cat sitting outside

= = E =
5 - 'Z_I - E ——se— '5
=
W
* The Encoder-Decoder framework t t

t
g

DEPART
COMPUTER S
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Image Captioning with CNN-LSTM

* Problem Formulation

RE ax |10
0 Arg ma\\*;) log p(S|I;0)

N
log p(S|I) = Z log p(S¢|1. Sp, ..., St—1)

t=0

* The Encoder-Decoder framework

“Show and Tell”

[togpusi | [rogpuisa |

|'°z P«l5~l|

t t

Image Captioning with Soft Attention

» Soft (self) Attention — Dynamically attend to input content based on query

Entire image

A stop sign is on a road with a
=> Informative parts mountain in the background.

10
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Review: Previous Image Captioning

image
his[hya | hyg
ha [haz | hys So > L;:f::egre —  “Cat sitting outside”
hsy | hs | hss

Use a CNN to compute a
grid of features for an image

Image Captioning with Soft Attention

Alignment scores Attention weights
et’j,]‘ = fatt(st-l' hi‘j) €111 | 112 C1a3 A1a |11z | 311y
softmax |

at,‘.,: = softmax(et,:':) €121 em.em — au...au: LIPS}

€131 &2 €113 LIETREE PR TS

_ |
hi,l h1,2 h1,3

hoy | hyp | hyy —— 5,

h3,1 h3,2 h3.3

Use a CNN to compute a
grid of features for an image

498/598 DeepVision course by Justin Johnson. Method: “Show, Attend and Tell” by Xu et al. ICML 20155

11
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Image Captioning with Soft Attention

Alignment scores

€y, = fauelSer i)

at,f,: = SOﬂmax(etJ:,:) ‘!u.n €123 | €133 T 3134 (3133 |33 T
€= 2N

t

€1 | €122 | Gy

hys by h1,3\

Attention weights

a1 (B2 | B Baa [ 3102 | 31a

softmax

B 3132 | Bran

hyy | hyy | hyy ———— 5,

hsa | hsz | hss

Use a CNN to compute a
grid of features for an image

ey = farlSear i)
a,.. = softmax(e, . )
€= 2,84,

Image Captioning with Soft Attention

Each timestep of decoder
uses a different context

Use a CNN to compute a
grid of features for an image

. itti i STOP
vector that looks at different eab SR outsde TR
arts of the input image
P P g Y1 Y2 Y3 [ Ya
]
hoa [hyz |hpy ——— s, Sy S; S3 Sa
~ U T
Yo| [C2f| Y1 Y2 Va‘
| | T
[START] cat sitting outside

Show, Attend and Tell” by Xu et al. ICML 2015.

12
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Image Captioning with Soft Attention

- A bird flying over a body of water »

A dog is standing on a hardwood floor. A stop sign is on a road with a
- mountain in the background.

group of people sitting on a boat A giraffe standing in a forest with
in the water. trees in the background.

ch EEC 498/598 DeepVision course by Justin Johnson. Method: “Shov& Attend and Tell” by Xu et al. ICML 2015222

Image Captioning with Semantic Attention

Additional textual information

Own noisy titles, tags or captions (Web)
® Visually similar nearest neighbor images

Exploit stronger vision models

I

COMPUTER

13



2021/7/9

Image Captioning with Semantic Attention

-o-surfboard
“wave

*surfing

Visual Attributes

‘Multi-label Ranking
sitting table small many little glass different
flowers vase shown

small white clear

vase flowers table glass sitting kitchen water
room white filled

14
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a white plate a baby is eating | |acloseupofa | |ateddy bear a person is
Google NIC| | |topped with a a piece of plate of food on| [sitting on top of| |holding colorful
variety of food. | |paper. a table. a chair . umbrella.

a woman 1s
holding a cell
phone in her
hand .

teeth brushing |

[plate broccoli | [cake table plas )

teddy cat bear

T T

a woman
sholding a pair
‘of scissors in
ther hands .

‘
P

Top-5 visual | .. i i
. i | fries food . toothbrush Frcs A . | water sitting
AMribUes| || fench | holdingbaby | (SMngbithday | fstuffed white o " )|

! [iaplate witha | fababy witha | 2RI el iing
i ATT-FCN! |'sandwich and | !'toothbrushin | ! . B & il g1
H [ : vl i ‘with candles oni nexttoa « ion top of a i
i !| french fries. i its mouth. i v i i i
LI Tt ! istuffed animal.: isandy beach .

Image Captioning with “Fancier” Attention

o Region based attention

Anderson, Peter, et al. "Bottom-up and top-down attention for image captioning and visual question answering.", CVPR 2018

15
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Image Captioning with “Fancier” Attention

woman long hair alf white cabinet

DEPA

COMPUTER SCIEN

Review: Previous Image Captioning

Use a CNN to compute a
grid of features for an image

16
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Image Captioning with “Fancier” Attention

Alignment scores Attention weights
€ij = fauelSes hi,j) P T O B a5
- softmax
3y, = SOFtMaX(€y,)  eu e es T st s s

Cias (€13 | Biaa CETRL RERE R ]

ot 2
hig [y, hys

hoy[hys [hyy ———— 54

h3,1 ha,z hs,; E o
Use a CNN to compute a

grid of features for an image

® Attention (weighted sum) over:
N*N patches -> K object regions

COMPUT

Anderson, Peter, et al. "Bottom-up and top-down attention for image captioning and visual question answering.", CVPR 2018

SCHOOIL OF ENGINEERING
B APTLIED SCIE

17
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Hierarchy Parsing and GCNs

(a) Hierarchal structure

(c) Instances

Image Captioning with “Fancier” Attention

Auto-Encoding Scene Graphs

* Hierarchal tree structure inimage * Scene Graphs in image and text

SEP

COMPUTE

g
<G> (o
Co D |
“aman with a red
helmet riding a
Dt down a
countryside dirt
road”
D S

Attention on Attention

v

:
! Moy
Mat Mul Sﬂi“ﬂ ’

scores ‘;Eﬂl!ﬂ
;

Amrdmf)

Q K Vv Q KV

(a) Attention

}‘wwghrs‘ Linear | Unear
SoftMax *d‘_ir_‘

(b) Attention on Attention

Image Captioning with “Fancier” Attention

X-Linear Attention
* Spatial and channel-wise bilinear
attention

Bilinear Pooling
k—{_Embed h ivxo, NxDe
G ——{ Embed )} —{Squeeze Excitation
0— Embed YT an
Embed Nl
® Y
v—{_Embed } "+
Bilinear Pooling

>F

COMPUTER

18
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Evaluation — Benchmark Datasets

COCO Captions Flirckr30K
* Train / val / test: 113k / 5k / 5k * Train / val / test: 29k / 1k / 1k
* Hidden test (leaderboard): 40k

* Vocabulary (= 5 occurrences):
* Vocabulary (= 5 occurrences): 6,864
9,587

Evaluation — Benchmark Datasets

The man at bat readies to swing at the A large bus sitting next to a very tall
pitch while the umpire looks on. building.

A horse carrying a large load of hay and Bunk bed with a narrow shelf sitting
two people sitting on it. underneath it.

19



2021/7/9

Evaluation — Metrics

Most commonly-used: BLEU / METEOR / CIDEr / SPICE

e BLEU: based on n-gram based precision

e METEOR: ordering sensitive through unigram matching

¢ CIDEr: gives more weight-age to important n-grams through TF-IDF

¢ SPICE: F1-score over caption scene-graph tuples

COMPUT

Image Captioning — Advanced Topics

Un-/weakly-supervised
Dense captioning Sain® o boleind
Novel object captioning i
Stylized captioning

Captioning with reading comprehension
Grounded captioning

=

=
=

c
Model: a macdonald “s sign thatisona  Model: a sign that has the time of Model: a ruler that has the number
brick wall 12:37onit 2003 on it
g [a man] l““m. p’ercefd ears] Human: A tile wall with a red circleonit  Human: A kiosk of track 13 of Metra Human: An old artifact being measured _
[is wearing glasses] [and an orange hat] reading Mornington Crescent which states that the 543 train has by a ruler that shows it is around 40
moved tracks millimeters wide

1. An awesome picture of a great
building in a small town.

2. An excellent photo of a neon sign
hanging in front of a store.

Negative
1. A black and white photo of an ugly
building with a stupid sign out front.
2. Terrible picture to see front of a
building and neon sign

=

20
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Image Captioning with Unpaired Data

Bench, bike, girl.

Key: disentangle sentence quality and image-text relevance

*Yang Feng, Lin Ma, Wei Liu, Jiebo Luo. "Unsupervised image captioning." In CVPR 2019.
I H

Image Captioning with Unpaired Data

® Image-text relevance
— Cycle consistency Fe T E—

with labrador outdoors,
Man on a green grass with dog. Cynologist

British Shorthair cat isolated on white. Smiling.
expression, happy

A
~
G Cc G
Caption Caption’
N J

21
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Image Captioning with Unpaired Data

® Sentence quality

|:> Bench, bike, girl.

Ayoung child in a park next (o a red
bench and red bicycle that as training
wheel.
‘ A Woman mat 1S sianding i tront of an DVEH/l

Real sentence

Discriminator Losses

= adversarial

image reconstruction

—l| "
Gradient Descent
Rewards
adversarial
[—ma]
Image Encoder concept

image reconstruction

— ]

Policy Gradie

nt

Losses

sentence reconstruction

Gradient Descent

22
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Stylized Captioning

| -8 S Factual Positive
b S——— A man holds a surfboard on the beach. 1. An awesome picture of a great
- Humorous building in a small town.

2. An excellent photo of a neon sign
hanging in front of a store.

Negative

1. A black and white photo of an ugly
building with a stupid sign out front.
2. Terrible picture to see front of a
building and neon sign.

A man with his surfboard stands in the

sand, hoping there are no crabs.

Romantic

A man holds his snowboard in the sand
- wishing each grain were a snowflake.

Style word and factual word

* Chen, Zhang, You, Fang, Wang, Jin, Luo. "Factual"or*Emotional": Stylized Image Captioning with Adaptive Learning and Attention." In ECCV 2018.

x| [or ] [eos |
J (19, MLE+a’g "KL
/
Lospdsy | [wapisy | /
/
/
1
/ MiE 2 1
1
Adaptive Adaptive ! [
1
CNN Leaming —= +++ —=| Learning J_Q.pj‘
L_IF*"***
B
Block lock i[s
\ factual | | factual
\ || LSTM
(s, ] o] N | Y|
\\\ |
\ |
‘\
5 | .. | \ | Reterance
\ | Model

23



2021/7/9

Captioning with Reading Comprehension

Model: a macdonald ‘ s sign thatisona  Meodel: a sign that has the time of

brick wall 12:37 onit
Human: A tile wall with a red circle on it =~ Human: A kiosk of track 13 of Metra
reading Mornington Crescent which states that the 5:43 train has

moved tracks

*Yang, Lu, Yin, Florencio, Wang, Zhang, Zhang, Luo. "TAP: Text-Aware Pre-training for Text-VQA and Text-Caption." In CVPR 2021.

Model: a ruler that has the number
2003 on it

Human: An old artifact being measured
by a ruler that shows it is around 40
millimeters wide

Visual Language
Encoder Decoder

—— “Cat sitting outside”

SEPARITIMENT OF

COMPUTER SCIENCE

24
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Visual

Encoder

output1 output2 ...

Language
Decoder

Captioning with Reading Comprehension

“Cat sitting outside”

<end>

OCR OCR
score 1 scores 2

OCR
scores T

vocab vocab
scores 1 scores 2

vocab
scores T

*Yang, Lu, Yin, Florencio, Wang, Zhang, Zhang, Luo. "TAP: Text-Aware Pre-training for Text-VQA and Text-Caption." In CVPR 2021.

(a) Pre-training

COMPUTER

s Maslfed langnage modeling (MLM) Relative posmnn predmmn (RPP) Image4ex1 mair.hmg (ITM) |
: - ”'mh‘;“““" Matched: 0/1
£ !
! ‘mask fl,,m' w fjm.'r | T fg
4 |
.. safeway BT sarewar sbeoy
P9 11 - T 7} - e fa
Fusion Module (Multi-modal Transformer Layers)
I A II S f
Text word Visual object
bedding ‘embedding dmheddi
i LT -
e -ﬁ B ommoww oo
w = [wd, wobl, wm] vobi voer Po

Captioning with Reading Comprehension

E (b) Fine-tuning
Answericaption padiction
safeway <end>
t ¢
! Decoding Module
bt

!
]

~fP

Q: Mm is the company
name to the left of the coors
logo? A: Safeway

T? T? Tt 1171

Fusion Module (Multi-modal Transformer Layers)

I
]
I
]
]
]
I

word ect _text em|
w vabj yoer <begin> | Safeway
P

DEPARITIMENT I E-

SCIENCE

25
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From Image to Video

Video Eapticning-
Description

An old man is playing piano
in a hall room in front of
many people.

<

Image (Frame) Captioning

A person is playing piano.

<

A group of people standing ..
in a room.

A man is playing a piano.

People clapping.

Video Captioning

e Encoder-Decoder Network

Input visual

Al the first

time t, only

\
\
\
‘ feature !
\
\

L—--=

Input visual \
feature
[ at each time

COoOMPUT

| LSTM | ! | LST™M

il

a man

26



2021/7/9

Assisted by POS Tags

-
-

Video: . ) (A ) T

* Hou, Wu, Zhao, Luo. "Joint syntax representation learning and visual cue translation for video captioning." In ICCV 2019.

COMPUTER

Add chopped bacon to a hot pan
. d . . and stir. Remove the bacon from
the pan. Place the beef into a hot
VI eo captlonlng ¥ pan to brown. Add onion and
. carrots to the pan. Pour the meat
back into the pan and add flour.
Place the pan into the oven. Add

® Dense video captioning bay leaves thyme red wine beef
stock garlic and tomato paste to

& o
Video paragraph description the pan and boil. Add pearl onions

¢ QOther special domains - tboalhmfpar;?;ld addA%%ef stock
ay leaf and thyme.
mushrooms to a hot pan. Add the
mushrooms and pearl onions to
the meat...

Video Captioning Image (Frame) Captioning Dense Video Captioning

A person is playing piano.  «--|

A woman walks to the piano and G | F Spo I’tS etC.

A group of people standing .. briefly talks to the elderly man.

inaroom.
An old man is playing piano

in a hall room in front of
many people.

The woman starts singing along
with the pianist.

Another man starts dancing to
the music, gathering attention
from the crowed.

A man is playing a piano. <+

Eventually the elderly man
finishes playing and hugs the
woman, and crowed applaud.

People clapping.

(= = = = = =]
= & = &= =)

time 4

27



2021/7/9

Animated GIF Captioning (TGIF dataset)

_‘ N (6.31): a singer drops his
microphone and leaves.

. N (6.11): the ca
B9 5 piece of pape

5(13.78): twor
Y is sittingin ach
little group of ¢
£ player.

% 5(7.57): is dancing on the
beach with his two men are

{ in asuitonaman.
. L (9.01): a dog is running
through the snow.
. GT: a fox is diving into the

S snow. (c)

L (46.61): a soc
scoring a goal 2
GT: a guy is pas
opponents and

N (3.99): a cat is tied to a rope
and he is being dragged on the
grass.

N(12.32): awh
struggling to ge
- S (14.18): puts awoman is
walking and playing with a
_ group of people are doing one.

S (14.35): is doi
walking a black

L (34.03): a ball
performing a d 1 L(11.34): aman is dancingin a
I L f le.
GT: a ballerina ¥ group of people
GT: two people are dancing

togetherin a room (f)

a s
o

Conventional Captioning:

Two teams of players are playving a vollevball match in the gym.

Our Captioning:

Now the team on the left side is defending, while the team on the right side is attacking.
On the left team, a player is jumping and blocking. A player is digging, a player is
waiting, and other teammates are standing. On the right team, a player is passing the
ball to her teammate. A player is jumping and spiking, while other teammates are
standing.

* Qi, Qin, Li, Wang, Luo. "Sports video captioning by attentive motion representation based hierarchical recurrent neural networks." ACMMW 2018.
* Qi, Qin, Li, Wang, Luo, Van Gool. "stagNet: an attentive semantic RNN for group activity and individual action recognition." IEEE TCSVT.

_piada e DEPARLM v = ——
Dt COMPUTER SCIENCE £/

D T e ]

28



2021/7/9

Sports Video Captioning

P/
COMPUTE S

ol FTATTRA
M 7% scroor

29
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Visual Captioning

Ahorse carrying a large load of hay and
two people sitting on it.

photo taken during the

Style diversity, Language richness, Evaluation

green trees in the background
day. red train car.

*  Popular Topics: Advanced attentions, RL/GAN-based model training,

*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Text-to-image Synthesis
Popular Tasks:

This bird is red

Text-to-image
Layout-to-image

with white H
+ Scene-graph-to- '\j
belly and has a - image Br4p
dramsiae " <
very short beak +  Text-based image i ::‘ :".‘rn\ :.s.;:;:[a; :.}uiﬁ:s ist, springs
editing evatuate 1]

v i i i EN: A medi Ref: Ein mitielgrofies Kind gt v
windoepen * Storyvisualization  Juisty ciemsinbigenBadsall, <G e
e SOTA Models:
bed lamp *  StackGAN — A squimel  jumps
l:'u {—J L *  AtnGAN ) a squirrel on i
pillow . ObjGAN £, on stump
. - <y jumps on stump

Visual QA Reasoning

A
. \ ,‘,

R

™

Guy in yellow dribbling ball

Is there something to cut the vegetables with?
VQA

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VOA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

Machine Translation/Grammar Induction

\
®

Referring Expressions

| sentence: a squirret jumps on stamp |

Bounding box/

box tubelet

Language query:
grass in front of the house
a skater in red is skating with
her partner in black

- Query: "f-emlh skul-u inred.” -

e Visual grounding:
visual-text correspondence

DIEEPAF
COMPUTER
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Image Grounding

W
i ol
- - A

Bounding box

Language query:
grass in front of the house

e Image visual grounding ) @

Image Visual Grounding

e Language query => region of the image

Query: grass in front of the house

* Yang, Gong, Wang, Huang, Yu, Luo. "A fast and accurate one-stage approach to visual grounding." In ICCV 2019. (oral)

DEPARITIMENT O

COMPUTER SCIENC
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Existing Framework

e Two-stage framework

Existing Framework

e Two-stage framework
— Region proposal

— Similarity ranking

Query: center building

SEPARITIMENT OF

COMPUTER SCIENCE
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Existing Framework

e Propose-and-Rank

e Limited candidates
e Slow in speed

Query: center building Query: bottom right grass

One-stage Visual Grounding

(a). Two-stage visual grounding
‘-

Query: center building

Query: bottom right grass

* Propose-and-rank => Grounding-by-detection

Yang Gong Wang, Huang, Yu, Luo. "A fast and accurate one-stage approach to visual grounding." In ICCV 2019. (oral)

PARITIMENT OF

COMPUTER SCIENCE £
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One-stage Visual Grounding

(a). Two-stage visual grounding

Query: bottom right grass

e Accurate: +7-20% absolute
e [Fast: 10x

Architecture

_ Duplicate

Wi w— ¢

gt Spatial Coordinates
MaRING 0 i ires ges iergen 1k

wWoHD W W e

256256 (1.0) wn

e Encoder module
e Fusion module
e Grounding module

- f-i Fusion Module ﬁm{}

Grounding
Module

Tl ety twtnconty
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Architecture =TT T T T TTomes
I \
I / ;/7—‘ _____ vigeny
I S f‘-f—ﬁ g 1000% .,
Encoder 1L YAJ/Zi———? e

® Fusion module : | Darknets3 +FPN 7 . KN J

® Grounding module e S il |
] = i I <. Language Spatial Coordinates Z 1
I oot (kR L) |
1 256256 i) Lo |
——————————————————————— —

e Visual encoder

e Language encoder

e Spatial encoder

Architecture

Encoder
® Fusion module
Grounding module

e Image-level fusion
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Architecture

Encoder W
® Fusion module

. |
Grounding module a"

256"256

g 0.0 ot}
i L
| W o o VLR
: - Wi
o we, - LANGUAGE Spatial Coordinates -
Query Mapping i j A0S JHa5 ied J41 1 1
“Two peopla sitting." L T T )
it i)

e Qutput format: box + confidence

COMPUT

Datasets

e For phrase localization: Flickr 30K Entities
e For referring expression comprehension: ReferltGame

e Acc@0.5loU

An older man in a white jacket works at a stand
featuring

Phrase localization

the black backpack on the bottom right

Referring expression
comprehension
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Accu@0.5

Comparison to other methods

ReferltGame

60
59.18

50
40

34.54 35.07
30

5 X
<% <% N
o P
Gl &
A
&

Accu@0.5

Flickr30K Entities

70

68
68.38
66
64
62
- e
-~ X &
S £° N
ol &
g &
@.‘“ &

Time (ms)

Inference Speed

196

Qualitative Results

(a). Query: two

(b). Query: two
people on right

people sitting

(c). Query: grass on
right of roadway

(d). Query: city in the
distance above the
center span of bridge

(e). Query: red lamp
under guitar

(7). Query: the black
backpack on the
bottom right
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(a). Two-stage visual grounding

Understanding Complex Queries

e External VL graph/ tree

e Recursive modeling

> _J
Query: bottom right grass —

camera — (o — closest horse

| & T
. .| S ~ e ]
awoman there is a blanket <——— a chair a a a a é )

waiky‘ [wth to the left of pink — bandeau ¢+ bikini I uenrmq\{ riding

adog pink and black hair afioor —20 5 lamp ﬁ é ."{‘a{w 592{‘-,: é a
—— [ ;

"

| ﬂ B E . and —.  purple is — is —* woman —+ ROOT

| 1

[ 8 = ' a ' The woman riding the horse

= . wene, el | ﬁ m ﬂ that is closest to the camera, she
(a) a woman with pink and black (b) there is a blanket which is on the chair is wearing a pink, purple, green,

hair walking a dog to the left of lamp on a floor yellow green - she —  that = and yellow bandeau bikini.

Understanding Complex Queries

® Recursive Solution 7':} (. MT th, conf)
U
:’ Round k=1 ‘j
' '
G il
i 1
i |
E Man 3
Query Vemowrans =
"Man sitting on the couch and— g: :'o:aelr
looking on the tv." S={s, ’h:I

® Proposed a recursive multi-round approach

*Yang, Chen, Wang, Luo. "Improving one-stage visual grounding by recursive sub-query construction." In ECCV 2020
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Method

e Framework Overview

Sub-query
Modulation

(tx, ty, tw, th, conf)

-

G 3
Round k=3 !

— T

!

il / 1 ' '

:,,Asirling on " L looking ]

ithecouch ... i T '

' '
!
2 : Sub-query A ; Sub-query :
A =T Y el PER— Heidl |
Quety Textual B ""%"" s tmmEeae
"Man sitting on the couch and—— oo

looking on the tv." S={s.}V i
n=

e Sub-query learner (to construct the sub-queries)
e Sub-query modulation (to refine the fused feature with sub-queries)

g 3

Acc@0.5 (%)
g

Experiments

RefCOCOg-test

= One-Stage-Bert [1] = Ours = One-Stage-Bert [1] = Ours « Relative Gain
70 20

76.59
72.05
64.87
60,96
58.70
i 48.14

Referit RefCOCO RefCOCO+ RefCOCOg-g RefCOCOg-u

16.95

65 w 15
122 TR
63.97
.74
60 10

59:57)
d 56.97|
55 Y28 I i 5
50 0
15 67 810 n+

Query length

@

Acc@0.5 (%)
Relative Gain (%)
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Experiments

e Recursive Disambiguation

Round 0 Jexm

Round 1/

Round 0 -_

Round 1

Round 2

Round 0| .

Round 11
Round 21
& @1’(\ € & &\(- & 6‘00
. First-round  Second-round  Final-round
Sub-queries Ours

. ) . visualization visualization visualization
® Recursive dis-ambiguous procedures

Visual Grounding beyond Images

Bounding box/
box tubelet

Language query:
grass in front of the house

( a skater in red is skating with
W her partner in black

Quory: “fomalo skater in red.”

Query: “female skater in red.”

s DrrARTMENT OF F
COMPUTER SCIENCE-

RING

GOL OF ENGINEE
B APPLIED SCIENCES
e T e s ]
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Video Temporal Grounding

Video

Langaage Guery: 777777 2 S R

I A person runs to the window and then look out

Query
Kitten paws at before the bottle is dropped.

L

"i‘ree Attention Nelwnri: J

Temporal Temporal |

Localization Relationship
Module | | Module

SeniEce Matching Score

Embedding
hivor

[1] Gao, Jiyang, et al. "Tall: Temporal activity localization via language query." In ICCV 2017.
[2] *Songyang Zhang, Jinsong Su, Jiebo Luo. "Exploiting Temporal Relationships in Video Moment Localization with Natural Language.” MM 2019.

alignment location

Visual Encoder
/ fpnst.cl.x score regressor
= s |
2 b multi-modal
Processing
f"'l l:] — — — -, concatenation XXX FC RKXXXA FC
,,,,,,,,,,, ! |
Clip-level \ @ :—
feature extractor I poolmg . : Add :
ﬁ’r: ctx : ® : ! .:‘
--------------------- | Mul !
* Sentence Embsddmg h !
....................... 1
i X ! fov
i FC_|
OR
fs
: s
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Video Temporal Grounding (2D TAN)

2D Temporal Feature Map Extraction l'emporal Adjacent Network

Max-pooling

Feature Clig Feature
Extractor r—— 3
ﬂglﬁ ...........

(0.

Query: A guy talks about Word p—
playing the saxophone. Embedding ol

Video Object Grounding

® From image to video

* Real-time (~40 fps) with a single NVIDIA 1080TI GPU
** Results of Yang, Kumar, Chen, Su, Luo. "Grounding-Tracking-Integration." In IEEE T-CSVT.
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Video Object Grounding

e Two-stage Approach

Tubelet
Linking

A little boy is kissing the
head of the blond girl?

Fusion &
Ranking

Zhang, Zhu, et al. "Where Does It Exist: Spatio-Temporal Video Grounding for Multi-Form Sentences." In CVPR 2020.

Video Object Grounding

e One-stage Approach

A little boy is kissing the
head of the blond girl?

Fusion

Detection

43
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Video Object Grounding

e One-stage Approach

Grounding: .y
box localization with Qtery‘ Afemalf.‘
language referring ~ SKater in red.

Tracking:
box localization
with object history

e Self-evaluate

Integration: combining
grounding and tracking
in a mutually beneficial way

First real-time video object grounding framework

3D Visual Grounding

"When facing the wall of bookshelves, choose the box to the left."
"Choose the bookcase on the far left.”
“the long bookshelf near a window™

"The tall bookshelf furthest from the door.”

“When facing the green chalk board this bookshelf is the one on the right.”

[1] Panos, Achlioptas, et al. "Referlt3D: Neural Listeners for Fine-Grained Object Identification in Real-World 3D Scenes." In ECCV 2020 Oral.

[2] Chen, Dave, et al. "ScanRefer: 3D Ol

bject Localization in RGB-D Scans using Natural Language." In ECCV 2020.
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Challenges

Input

Proposals

Output

. A black chair in the corner. It
is next to a table.

———)

* Propose and rank

uopjez||edo g asng

* Ranking is the key: point-cloud and language joint representation

learning

[1] Panos, Achlioptas, et al. "Referlt3D: Neural Listeners for Fine-Grained Object Identification in Real-World 3D Scenes." In ECCV 2020 Oral.

2] Chen, Dave,. et al. "ScanRefer:

D Object Localization in RGB-D Scans using Natural Langua

e."In ECCV 2020.

(a) w/o 2D semantics

N

"It is the office chair, next
to the one in front of the
computer monitor."

"It is the office chair, next
to the one in front of the
computer monitor."

(c) Ours: 2D semantics assisted training

"It is the office chair, next
to the one in front of the
computer monitor."

% 2D image semantics ’

<—>; The main 3D grounding loss

< -- " SAT's 2D auxiliary losses

* Zhengyuan Yang, Songyang Zhang, Liwei Wang, Jiebo Luo. “SAT: 2D Semantics Assisted Training for 3D Visual Grounding.” arxiv.
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Non-SAT

L Y

kitchen cabinets

-\4
'

el U

kitchen cabinets

.

R R
GT - 2
T S D
shelf kitchen cabinets

(a) The bigger (b) The shelf that (c) The set of kitchen (d) The bed with
Query brown desk to the s attached to the cabinets over the the white and
left of the bed. desk. kitchen sink. green bedding.

Nr3D Challenge Winner (CVPR 2021)

Nr3D Challenge

Natural Reference in 3D (Nr3D)

“When standing in the middle of the
room facing the trash cans, the
correctone is on the far feft.”
ey

"The large cabinets directly above “Choose the door next to the
the fridgeand oven.* _ blue wallwith clouds”

Referlt3DNet

] Target [[] same-class Distractor baseline predictions
with confidences

I G I T ey
SAT 49.2% 56.3% a2.4% 46.9% 50.4%

TransRefer3D 42.1% 485% 36.0% 36.5% 449%

FFL300G 417% 482% 35.0% 37.1% 4T%

InstanceRefer 38.8% 46.0% 3L8% 34.5% 41.9%

Text Guided GNNs 37.3% 44.2% 308% 35.8% 38.0%

Referit3D 35.6% 43.6% 2% 325% 1%
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Grounding/Reasoning

R

.‘ P
¥

Visual Captioning

R

™

15 there something to cut the vegetables with? Guyiinyellow dritioling bell

VQA

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction

A horse carrying a large load of hay and " green trees in the background
two people sitting on it. photo taken during the day. red train car.

Referring Expressions

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Machine Translation/Grammar Induction

\
®

Text-to-image Synthesis

Popular Tasks:
+  Text-to-image

This bird is red B
* lLayout-to-image

with white ﬂ
+ Scene-graph-to- '\j
belly and has a - image Br4p
dramsiae " <
very short beak +  Text-based image i ::‘ :".‘rn\ :.s.;:;:[a; :.}uiﬁ:s ist, springs
editing evahare §f

| sentence: a squirret jumps on stamp |

{} Parser

EN: A medium sized child jumps off

\gf i dusty bank

Ref: Ein mittelgrofies Kind springt von

windowpane
pan cinem staubigen Erdwall.

+  Story visualization

sconce SOTA Models:

ved :,Ju *  StackGAN —_— 4 squimel jumps

l:' \_ J L ¢+ AttnGAN €yt a squirrel ko o
o +  ObjGAN i O

CCUPR Tutoral 11

VISUAL COMMONSENSE REASONING

GQA VQA VCR

The left image contains twice the number of dogs as the right
image, and at least two dogs in lotal are standing.

Referring Expressions CLEVR NLVR2
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Datasets

e Large-scale annotated datasets have driven tremendous progress in this field

ROCITESTER
Geqedn, TEXAS W  facebook facebook  UNB
VQA V0.1 VQAv2.0 VizWiz VCR VQA-Rephrasings ~ TextVQA ST-VQA

2015/6 2017/4

2018/11/27 2019/2/15

2016/11 201911

2018/11/1

GQA OK-VQA

Visual Dialog ~ VQA-CP
Stanford i
University Alz

Georgia  Georgia

e What a typical system looks like

Image
Feature
Extraction

Multi-Modal
Fusion

. . Question
?
What is she eating? Enceding

* [mage captioning

Hamburger

Answer
Prediction

e Visual grounding

48



2021/7/9

Image Feature

e From grid features to region features, and to grid features again

B® Microsoft @8 Microsoft facebook B® Microsoft
Show. Attend and Tell SAN BUTD Grid Feature Pixel-BERT

14x14 Feature Map
- 3a0 -

Linput 2. Convolutional 3. ANN with attention 4. Word by
Image Feature Extraction over the image

word
generation

Multi-modal Fusion

"""""""""""""""" feature vectors of different

5‘ % % E parts of image

I\UEIIQ,H
s "Hf, w
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Visual Captioning

Visual QA/Grounding/Reasoning

At I

P

™

Guy in yellow dribbling ball

Is there something to cut the vegetables with?
Ahorse carrying a large load of hay and

two people sitting on it. photo taken during the day. red train car.

green trees in the background

VQA Referring Expressions

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VOA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

| Text-to-image Synthesis |

Popular Tasks:
+  Text-to-image
* layout-to-image

Machine Translation/Grammar Induction

\
X

This bird is red

|
!
!
]
1
|
I
with white i -
*  Scene-graph-to- '\j
belly and has a - maEe g :
very short beak . sl 2 -
24 +  Text-basedimage | =D e Bt
editing | evatuate {7 I |
e ralizat - Sentence: a squirrel jumps on stumy
o . to! i lization | EN: Amediu Ref: Ein mittelgrofies Kind springt von q Jampe P
dowpane | Story visualizatio ey cinem subigen Exduall 2 e
e SOTA Models: |
T +  StackGAN ! 7 squiet s
1] ” ;
1 +  AttnGAN : T - Sunp
Pillow +  ObjGAN ¢ on stump
! <42 jumps on stump
* e ]

Text-to-image Synthesis

This bird is The bird has This isasmall,  This bird is
This bird is This bird has A white bird white, black, small beak, black bird with  white black and
Tgxt. blue with white  wings that are with a black and brown in with reddish a white breast yellow in color,
description and has a very brownand has  crown and color, witha brown crown and white on with a short
short beak ayellowbelly  yellow beak brown beak and gray belly  the wingbars. black beak
.
Stage-I s Q :
images 5
Stage-11
images
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Generative Adversarial Networks (GAN)

>

Generative Adversarial Network

Traning set ' |

Random Noise
% oA
7

Discriminator R

1
3

Traning set Fake Image

I HHAJIM

SCHOOL OF ErGIN

D SCIENC

(.
Cycle GAN 7

hitps:f/arshu org/abs/ 170310503

Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, Alexei A, Efros, Image-to-Image
Translation with Conditional Adversarial Networks”, arXiv preprint, 2016

& e » 1 2
1 b g
@A B @ =z 1 4

(@) Leaming cross-domain relations without any extra label

&k wm B & 7
EC I~ RS W

(b) Handbag images (input) & Generated shoe images (output)

T T
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Conditional Image Synthesis

23, 1 whel .w- Db,

o 1 405 o e
-

Text-to-Image Synthesis -;-» e

AunGAN, ObjGAN,
Conditional GAN/VAE StackGAN TAGAN MirrorGAN, ManiGAN

This flower has small, round violer . This flower has small. round violet
petals with a dark purple center ZI: 4 A petals with a dark purple center
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Dall-e

a male mannequin dressed in an orange and black flannel s

hirt

a female mannequin dressed in a black leather jacket and gold pleated skirt

a living room with two white armchairs and a painting of the
painting is mounted above a modern fireplace.

a loft bedroom with a white bed next to a nightstand. there is
beside the bed.

colosseum. the

a fish tank

off ot off o/t o/t
G @ Gl & o 2
— a5 0, 3
E £ 2 E e
T T T T T
S AL F L

Image Encoder .\ Generator

Lasses
adversarial

image reconstruction

Gradient Descent

Rewards
adversarial

concept

S i i~ - image reconstruction

L -y v 1
Bl Ll Ll LR Policy Gradient
- = -] H ¢
g b “2 1 : 2 l - 1 2 Losses

E< 2 1 z | 2 ] =

- T 1 T [} T 1 T sentence reconstruction

N Nod L Gradient Descent
Caption Caption

\ )

Y

* Yanlong Dong, Ying Zhang, Lin Ma, Zhi Wang, Jiebo Luo, "Unsupervised text-to-image synthesis," Pattern Recognition.

Image’
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Unsupervised Text-to-Image Synthesis

Text to Sentiment

Target:

//—0 Muddy
River \.

Reference
» Image
Noun: Clear Adjective: River Retrieval Max SSIM
Feature Extractor: o o
Optimization:
Densenet121
ReLU_X_I L=a-Leontent +
:mmw X={1..5} B Lsentiment

Global Sentiment Transfer

[1] * Jie An, Tianlang Chen, Songyang Zhang, Jiebo Luo, "Global Image Sentiment Transfer," ICPR 2020.
[2] * Tianlang Chen, Wei Xiong, Haitian Zheng, Jiebo Luo, "Image Sentiment Transfer," ACM MM 2020.

54



2021/7/9

Visual Captioning

green trees in the background

Ahorse carrying a large load of hay and 2
photo taken during the day. red train car.

two people sitting on it.

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation

*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Text-to-image Synthesis

Popular Tasks:
+  Text-to-image

This bird is red *  layout-to-image

|
!
!
]
1
|
I
with white i

. - h-to-
belly and has a - i;z;z graph-to !
veryshortbeak + Text-basedimage |
editing i
windowpane +  Storyvisualization |
I
g SOTA Models: i
bed lamp +  StackGAN !
s L] +  AtnGAN i
e +  ObjGAN i
* e ]

Visual QA/Grounding/Reasoning

At I

T

™

Guy in yellow dribbling ball

Is there something to cut the vegetables with?

VQA Referring Expressions

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VOA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

Machine Translation/Grammar Induction

[San
=

sransiate

DE: Ein Kind, das mitielgrof ist, springs
von cinem staubigen Erdvall
evatuate §f

| sentence: a squirret jumps on stamp |

EN: A mediu Ref: Ein mitielgrolies Kind springt von
\gfa dusty bank cinem staubigen Erdwall. @ Parser
T 4 squimel jumps
on stimp

o, a squirrel
c;: on stump
4 jumps on stump

github.io/Recent-Advances-in-Vision-and-Language-Research

Grammar Induction

Goal: Grammar induction aims to capture syntactic information in sentences in the form of

constituency parsing trees.

®  Supervised Grammar Induction
— Annotating syntactic trees is expensive and time-consuming
— Limited to the newswire domain in several major languages
°

Unsupervised Grammar Induction
— Learn from large-scale unlabeled text

— Provide evidence for statistical learning

* Songyang Zhang, Linfeng Song, Lifeng Jin, Dong Yu,Jiebo Luo, "Video-aided Unsupervised Grammar Induction," In NAACL 2021
(Best Long Paper).
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Image-aided Unsupervised Grammar Induction
Images can help us induce syntactic structure. [Shietal. 4CL’19]

Intuition:
Exploiting regularities between text spans and images.

Sentence: a squirrel jumps on stump

% Parser

a squirrel  jumps

» C1:asquirrel on stump
v C2:on stump
C3: jumps on stump

Video-aided Unsupervised Grammar Induction
Motivation: Videos include not only static objects but also actions and state changes useful for

inducing verb phrases (VP).

Sentence: a squirrel jumps on stump

% Parser

a squirrel  jumps
v

c1: a squirrel on stump
Cy: on stump

N, €3 jumps on stump
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Our Approach

Multi-Modal Compound PCFG (MMC-PCFG) where PCFG stands for probabilistic context-free grammar

Sentence o:

A squirrel jumps on stump

Marginal Likelihood Optimization]

Video-Sentence Matching Loss
suia(V,0) = > p(clo)huia(E, ¥)

cEo

L 2
Gated Embedding Module

éf‘ IR

Video-Span Similarity o(E, ¥) = Zw.(c cos(&', ')
,i"/’ !/'/’2 ,/V; ,"/’ "4’5 I"’/ #"’

Video V: .

Vldeo-Span Matching Loss

huia(E,%) = Ec[o(E', ¥) — o8, ¥)) + ¢4
+Ew[0(' V')~ o8, ¥) + ¢+

Multi-Modal Transformes

EIBPINY Y

OCR Face Speech

[Gabeur et al. ECCV 2020]

Main Results

" DiDeMo YouCook2 MSRVTT
| Singlepeof 1 ¥ Single type of --I | Single tpeof 1
| feature : | feature | feaflirc :
£35041 i I
= H 1 1
= 1 1
PUREE | I
Te _A
t
onl 4 4
[ C-PCFG [ Action (I3D) I Scene B Face Concat
Object (ResNeXt) Action (R2P1D) B9 Audio  EEEE Speech MMC-PCFG
B Object (SENet) Action (S3DG) OCR

Sentence-level F1 scores by singular features on three benchmark datasets.
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Main Results

DiDeMo =~ MmC- YouCook2 — MMC- MSRVTT MMC-
60 RCFG 50 PCFG
— 58 1
< 501
= | M
= 56 1
40 1
10 54
0 C-PCFG [0 Action (I3D) B Scene B Face Bl Concat
Object (ResNeXt) Action (R2P1D) 0 Audio B Speech B MMC-PCFG
BN Object (SENet) Action (S3DG) OCR

Sentence-level F1 scores on three benchmark datasets.

Qualitative Analysis

Video

Reference Tree
a guy playing with his cat making the cat dance some one is describing about racing car kept on road having different colors

C-PCFG
a guy playing with his cat making the cat dance some one is describing about racing car kept on road having different colors

VC-PCFG
+Object(SENet)

a guy playing with his cat making the cat dance some one is describing about racing car kept on road having different colors

VC-PCFG
+Action(I3D)  a guy playing with his cat making the cat dance ~some one is describing about racing car kept on road having different colors

MMC-PCFG
a guy playing with his cat making the cat dance  some one is describing about racing car kept on road having different colors

aboy laying by a wall talking to a webcam

aboy laying by a wall talking to a webcam

a boy laying by a wall talking to a webcam

aboy laying by a wall talking to a webcam

a boy laying by a wall talking to a webcam

COMPUTER
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Multimodal Machine Translation (MMT)

\
E‘\Nk

translate

: DE: Ein Kind, das mittelgroB ist, springt
von einem staubigen Erdwall.

: evaluate
EN: A medium sized child jumps off Ref: Ein mittelgrofles Kind springt von
of a dusty bank. einem staubigen Erdwall.

* Huan Lin, Fandong Meng, Jinsong Su, Yongjing Yin, Zhengyuan Yang, Yubin Ge, Jie Zhou, Jiebo Luo, "Dynamic Context-
guided Capsule Network for Multimodal Machine Translation," ACM Multimedia Conference, 2020.

Visual Features used in MMT

> Global visual features (Huang et al.,2016; » Object-based visual features (Huang
Calixto et al., 2017, Elliott et al., 2017; etal., 2016, Ive et al., 2019)
Zhou et al., 2018; Calixto et al., 2019)
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Zhou et al., 2018)« Lack variability !

2017a; Gronroos et al., 2018) « Lack variability !

How to Effectively Utilize Visual Features in MMT?

» Exploit visual features as global visual context (Huang et al., 2016; Calixto et al.,

» Apply attention mechanism to extract visual context (Calixto et al., 2017b;
Delbrouck et al., 2017; Helcl et al., 2018; Arslan et al., 2018) «— Too many parameters !

» Learn multimodal joint representations (Calixto et al., 2019; Elliott et al., 2017;

Multi-Head
Source-Target
Altention

Multi-Head
Attention

\k Eg. (4) /

Positional 5 Le x
Encoding

Input
Embedding

Positional (La—1)%
Encoding D

Global
visual features
I

g

Output Probabilities

Ea. 12
T

Dynamic Context-guided Capsule Network (DCCN)

Fan
&
Eq. (9-10)

\

Dynamic Dynamic ]
Context-guided Context-guided
Capsule N k | | Capsule Net 'J

Eq.(7)

ci
Multi-Head Source-

Eq. (5
512 Target Attention

Output I

Add & Norm

Eq.(4)

Eq. (8)
Regional
visual features

1

EncToder

Detl‘)der

SEPAR

COMPUTER S

S . |
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Experiments

Table 1: Experimental results on the En-De translation task.

EN=DE
# | Model #Params Test2016 Test2017 MSCOCO
BLEU METEOR BLEU METEOR BLEU METEOR
Existing MMT Systems
1 | Stochastic attention [15] - 38.2 55.4 - - - -
2 | Imagination [21] - 36.8 55.8 - - - -
3 | Fusion-conv [6] - 37.0 57.0 29.8 51.2 25.1 46.0
4 Trg—mul [6] = 37.8 57.7 30.7 52,2 26.4 474
5 Latent Variable MMT [10] - 37.7 56.0 30.1 49.9 25.5 448
6 | Deliberation Network [28] - 38.0 55.6 = — - -
Our MMT Systems
i Transformer [48] 16.1M 38.4 56.0 294 48.8 253 44.4
8 Encoder-attention [16] +1.1M 39.0 56.6 29.9 49.5 26.0 455
9 Doubly-attention [26] +4.0M 38.7 56.4 30.4 49.1 25.5 44.7
10 | DCCN +1.0M | 39.7%°2 56.8%% | 31072 4997824 | g6 7H8A  457iAd

COMPUTER

Experiments

Table 1: Experimental results on the En-De translation task.

EN=DE
# | Model #Params Test2016 Test2017 MSCOCO
BLEU METEOR | BLEU METEOR BLEU METEOR
Existing MMT Systems
1 | Stochastic attention [15] - 38.2 55.4 - - - -
2 | Tmagination [21] - 36.8 55.8 - - - -
3 | Fusion-conv [6] - 37.0 57.0 29.8 51.2 25.1 46.0
4 Trg-mul (6] = 37.8 57.7 30.7 52.2 26.4 47.4
5 Latent Variable MMT [10] — 37.7 56.0 30.1 49.9 25.5 44.8
6 | Deliberation Network [28] - 38.0 55.6 - - - -
Qur MMT Systems
7 Transformer [48] 16.1M 38.4 56.0 29.4 48.8 253 444
8 | Encoder-attention [16] +1.IM 39.0 56.6 29.9 49.5 26.0 45.5
9 Doubly-attention [26] +4.0M 38.7 56.4 304 49.1 255 44.7
10 | DCCN +1.0M | 39.7%"22 56.872 | 31.0""*2 49924 | 267%AA  457%AA

e ——
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Case Study

> Global visual features

Objects: [shorts, man, woman, sign, sidewalk, umbrella, dress, glasses, girl]

EN: A girl wearing a mask rides on a man’s shoulders through a crowded sidewalk.
Ref (DE): ... reitet auf den Schultern eines Mannes ...

Transformer: ... fihrt auf den Schultern eines Mannes ...

Encoder-attention: ... fihrt auf den Schultern eines Mannes ...

Doubly-attention : ... fahrt auf den Schultern eines Mannes ...

DCCN: ... reitet auf den Schultern eines Mannes ...

Visual Captioning Visual QA/Grounding/Reasoning

A

P

Is there something to cut the vegetables with?
VQA

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VQA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

£y

Referring Expressions

green trees in the background

A horse carrying a large load of hay and y
photo taken during the day. red train car.

two people sitting on it.

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Text-to-image Synthesis [ self-supervised Learning |

Popular Tasks:
+  Text-to-image

This bird is red i
* layout-to-image

with white
. - h-to-
belly and has a ‘ isr:::; graph-to
veryshortbeak + Text-based image
editing
windowpane +  Storyvisualization
b=l SOTA Models:
bed lamp + StackGAN
——1* L[ | +  AttnGAN
A +  ObjGAN

UNITER Model
i Transformer.. === i)

d E‘.--. man with his dog on a couch
dog + e

UNTEC O e UNTER ENIER S,

. [han wih hia quassg |l e v b o icisi o bus s -

Masked Language Modeling (MLM)  Masked Region Modeling (MRM) Image-Text Matching (ITM)
SOTA Models:
*  Image+Text: ViLBERT, LXMERT, Unicoder-VL,UNITER, etc.
*  Video+Text: Video-BERT, CBT, UniViLM, etc.

Credit; VL-CVPR Tutorial.

D T e e ]

ithub.io/Recent-Advances-in-Vision-and-Language-Research
- UUIvVAD OO L

—
DEPARITMENT OF

ER SCIENCE -
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Supervised Learning
Datasets + Labels

: ; * MS COCO’s Image Captioning:

« Describe all the important parts of

the scene. .
7 SR S * 120,000 images
e Dcibe e * 5 sentences / image
syl o + 15 cents / sentence
+ Do not describe what a person i
might say. * +20% AWS processing fee
= Do not give people proper names.
+ The sentence should contain at -
least 8 words.

Please describe the image:

Datasets +JFabels: Self-Supervised Learning for Vision

Image Inpainting

Image Colorization
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Datasets +JEabels: Self-Supervised Learning for Vision

Ci Predictions
™
T Tepl Tei2z Teva Trva

nlum-- - -w'mnn- = —

Matching views

CPC; Ord et al, 2019
CMC; Tian et al, 2019
contrastive loss
4 Maximize agreement
¥ > similarity - — ez
9() q()
4 ko ki kg .. .'I. +— Representation — j,
4 queve !

encoder ‘encoder
i .
gy oy ey ke (Fo queue)
MOCO; He et al, 2019

Liand Yen-Chun Chen CVPR tutorial

Datasets +=FEabels:

BERT

wicooe

Easter Rising: Tnmw Couege Dublin
launches letters.
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Pre-training + Finetuning

Pre-training Task I
Pre-training Task II

Large, Noisy, Cheap Data Model
Pre-training Task III

Fine-tune on Downstream Task

Small, Clean, Labeled Data Model

=]

Two-Stage Training Pipeline

Large, Noisy, Cheap Data

i cutenst white

in the

Pre-training Task I

Pre-training Task II
Model

Pre-training Task I11

Littie girl and her dog in northermn
Thailand. They both seemed -
interested in what we were doing [ ]

Fine-tune on Downstream Task

Small, Clean, Labeled Data Model
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Generalization

Large, Noisy, Cheap Data

0 Pre-training Task I
= Pre-training Task II
Model
B i Pre-training Task I1I

intha
Little girl and her dog in northam
Thaiand. They both seemed
interested in what we were doing

Model | | Model Model Model Model Model | | Model || Model || Model
I IT 111 v Vv VI VII VIII IX

hun Chen CVPR tutorial

Recent VLP Methods

ViLBERT B2T2 LXMERT _ VLP P 12—ia—1 o OSCAR

facebook@Gr  Google AUNC B Microsoft M acebookGir(S B Microsoft W Dovnstream Tasks
©VQA ®VCR ©NLVR2
© Visual Entailment

o Referring Expressions
© Image-Text Retrieval
oImage Captioning

Aug 6th, 2019

Aug. 14th, 2019 Aug. 20th, 2019 Sep. 24th, 2019 Dec. 5th, 2019

Aug. 9th, 2019|  Aug. 16th, 2019

Aug. 22nd, 2019

Sep. 25th, 2019 Apr. 2nd, 2020

VisualBERT ~ Unicoder-VL VI-BERT_ UNITER

Pixel-BERT
Ai2 M B® Microsoft

B® Microsoft©)) [ Microsoft B Mi‘crosoft-‘f:[:q:

CLIP, ALIGN, Wenlan, VinVL
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Common Pre-training Data for Vision + Language

In-domain Out-of-domain
Split  COCO Captions VG Dense Captions  Conceptual Captions ~ SBU Captions
train 533K (106K) 5.06M (101K) 3.0M (3.0M) 990K (990K)
val 25K (5K) 106K (2.1K) 14K (14K) 10K (10K)
SBU Caption
Conceptual Caption

Alt-text: A Pakistani worker helps
to clear the debris from the Taj Ma-
hal Hotel November 7, 2005 in Bal-
akot, Pakistan.

Conceptual Captions: a worker
helps to clear the debris.

Little girl and her dog in northern
Thailand. They both seemed
interested in what we were doing

Recent Large Scale Pre-training

Clip OpenAl 300M
ALIGN Google 1.8B

Wenlan Renmin University 500M
WIT Google 37.6M

CLIP: 18 days to train on 592 V100 GPUs
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Model Architecture

VLP: (1) architecture + (2) pre-training tasks

(a) Single-stream Model. [CLS] A young man playing frisbee [SEP]
(b) Two-stream Model.

Transformer N
put
Probabilities
Encoder
Decoder

t

[ Feed Forward Neural Network ]

1

=

J

Paositional ) Positional
Encoding é Encoding
Input Output
Embedding
Inputs Qutputs

(shifted right)

P/

COMPUTE
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Transformer

softmax(

HH

Vi

attention_output = Attention(Q, K, V)

QK"

k

Attention(Q, K, V) = softmaz(

Layer:| 5 % Attention: Inpql-lnpul $
o

The_ The_
animal_ animal_
didn_ didn_
L 5
Cross_ cross_
the_ the_
street_ street_
because_ because_
it N
was_ was.
too_ too_
tire tire
d_ da_

1%

Qutput
Probabilities

J

Positional
Encoding @
Input QOutput
Embedding Embedding
Inputs Qutputs
(shifted right)

Positional
Encoding

1
a

Q

Transformer

The
animal
didn't

The
animal
didn't

SER
wEn SRR
O

I I 1 1 1
stone statue near an [MASK]

KT

Sy 1§ ]

v
I . BB
softmax( J‘EE] £ ) EE]
Vi

Qutput
Probabilities

Muiti-Head
Attention

J

Positional A
Encoding [
Input Output
Embedding Embedding
Inputs Qutputs
(shifted right)

Positional
Encoding
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Transformer

attention_output = Attention(Q, K, V)

T
Attention(Q, K, V) = softmax( Lo 1%
dy.

Scaled Dot-Product Attention Multi-Head Attention

Image Colorization Image Inpainting

VLP Pretraining Tasks

fiZhang et al. ECCV 2016

Jigsaw puzzles

[Pahak et ol CVPR 2016]

Relative Location Prediction

[Dosssch et ak ICC

AR

b By TP (W) (W)

man with his dog on

s - ?
UNI‘I.'ER UNI‘!.'ER , UNI'I:ER ,
man with his [MASK] -+ man with his dog -- [CLS] the bus is

Masked L Aodeling (MLM)  Masked Region Modeling (MRM) Image-Text Matching (ITM)
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Pretraining Tasks

Masked region/language modeling

Man shopping

+ 1

o | oy | [P | o | o[ By | (B | B | [ P, 1 ( ... (2
& Language BERT
sos :v::sx> ‘<<:|..s> L<MASK>I <MASK> J for | === |<SEP>

Pretraining Tasks

Image-text matching

[

>

@—bl]—b Aligned / Not Aligned

'h%]( Ry |[ B, |[ B, |oee hﬂ[ hwo]‘hwiw R, ’ o ... (e
& Language BERT
4 L(CL.S>J ManJ shopping || for | *** |<SEP>

[1] * Tianlang Chen, Jiajun Deng and Jiebo Luo. "Adaptive Offline Quintuplet Loss for Image-Text Matching." ECCV 2020.
[2] * Tianlang Chen and Jiebo Luo. "Expressing Objects just like Words: Recurrent Visual Embedding for Image-Text Matching." AAAI 2020.
[3] * Quanzeng You, Zhengyou Zhang, Jiebo Luo. “End-to-end Convolutional Semantic Embeddings.” CVPR 2018.

COMPUTE]
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Model: a macdonald ‘s sign that is on a

brick wall 12:37 onit

Human: A tile wall with a red circle on it

reading Mornington Crescent
moved tracks

Model: a sign that has the time of

Human: A kiosk of track 13 of Metra
which states that the 5:43 train has

VL Pretraining with Reading Comprehension

Model: a ruler that has the number
2003 on it

Human: An old artifact being measured
by a ruler that shows it is around 40
millimeters wide

*Yang, Lu, Yin, Florencio, Wang, Zhang, Zhang, Luo. "TAP: Text-Aware Pre-training for Text-VQA and Text-Caption." In CVPR 2021.

(a) Pre-training

Fusion Module (Multi-modal Transformer Layers)

11 [ 1 = 1 T
Text word Visual object Scene text
mbedding bed: embedding
e ,m ding

w = [wd, wobi °"“] yobi yoer

VL Pretraining with Reading Comprehension

1 (b) Fine-tuning

Masked language modeling (MLM) Relative position prediction (RPP)  Image-text matching (ITM) |

relative position: .
“left” Matched: 0/1
- P
ol YO 26

¥
B s e
[ ] [ N .

T TF - Tou ¥Y - Y b

Answer/caption prediction

safeway <end>

t ot
Decoding Module

focrl—i -..fP

Q: Iwhai is the company
name to the left of the coors
logo? A: Safeway

i O s O

Fusion Module (Multi-modal Transformer Layers)

g g I M
Text Visual Scene Previous prediction
word beddi
e 991901 l,lfxl em i
w vobi yocr  [<begin>| |Safeway -
P
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[N

Method _ -8 e-e o E;

e VL alignment tasks

=
1

cwora s
eharactes teaure

Masked language modeling (MLM)

[CLS] what [mAsK] bar is ... [SEP] honey [mask]yellow tail ... [SEP] juice wine ... [SEP]

Question OCR Token Object Token
Contrastive loss

[CLS] what candy baris ... [SEP] [Other text seq. in batch]  [SEP] juice wine ... [SEP]

Question OCR Token Object Token

Region Alignment Tasks

® Obj <& OCR region relationship

® Relative position prediction

==
ot onj |
positive negatve
X
Q: what is written Q: what number is ©-0 w
on the man's shirt? on the bike on the ( i ]
A: Life cycle right? A: 317
[CLS] what candy bar l I I
Voo o ol B
juice wine ... [SEP] + WO
comMpPUl = s
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Experiments
e Datasets and Metrics
® TextVQA

— 28,408 images (22K training)
— Soft-voting of 10 answers

° Text(A,cc = {0.3#matched, 1}

— Same images, 110K captions
— Captioning metrics

Question: what is this sign warning drivers of?
Prediction Answer: road work.

GT Answer: ['road work', 'road work ahead', ...,
'road work ahead', 'road work']. (#matched = 2)
Acc: 0.6.

[1] Hu, Ronghang, et al. "lterative Answer Prediction with Pointer-Augmented Multimodal Transformers for TextVQA." In CVPR 2020. (M4C)
[2] Singh, Amanpreet, et al. "Towards vga models that can read." In CVPR 2019.
[3] Sidorov, Oleksii, et al. "TextCaps: a Dataset for Image Captioning with Reading Comprehension." In ECCV 2020.

TextVQA, TextCaps

® #1in OCR-VL challenges (CVPR 2021)__

ST-VQA TextVQA  TextVQA TextCaps TextCaps
55 56 105
5397
_T_ =5 I T 10322
50
“ +8.31 " +14.74
+9.88 I )
§ = g 45 4551 —l—
1] =~ = 88.48
o 223 n W ss
o [a]
%) 40 ® «w B
Q S 80.99
= <
35 75
35
30
M4C[1]  SA-MAC [2] ours 30 65

MAcC [1) NWPU Ours M4cC [1] colab_buaa Qurs

[1] Hu, Ronghang, et al. "Iterative Answer Prediction with Pointer-Augmented Multimodal Transformers for TextVQA." In CVPR 2020. (M4C)
2] Kant, Yash, et al. "Spatially Aware Multimodal Transformers for TextVQA." In ECCV 2020. (SA-M4C)

74



2021/7/9

Coref Type W/O TAP  With TAP
TextVQA, TextCaps Text Word — Scene Text 0.0477 0.3514
Scene Text — Text Word 0.0473 0.5206

e Latent Grounding
Visual Object — Scene Text  0.0045 0.0130

Scene Text — Visual Object  0.0337 0.0680

- =

= =

- o2t S0
¢ a T
(a) who must survive? must survive (b) what is the company name coors
M4C™:  survive = Hn to the left of the coors logo?
GT: yaam M4Ct:  coors light

GT: safeway
2 &

P e
Ours:  yaam " Ours: safeway
GT: yaam must survive GT: safeway coors

Generalization

Video-Language Pretraining L, oy, o

Pre-training Task |
Pre-training Task 11
Pre-training Task 11l

II T, IIT II IIT IIT IIT II’ - II%IITnIIT;_eIITnIIT«I
SN VideoBERT AN

l .cLsnIIEmH e IlEmII €, ll . ll e II > llEﬂ)llEMIIE«(-)IIE»DIIHUI e
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¢ Token representation

MFM

e Pretraining tasks

with her again?

00,0002 ~> 00.00.04 Word
‘That's why you won't go-out Embed.

Video-Language Pretraining

\/  Video Subtitle Matching
Cross-Modal i
Transformer

VSM

Frame
Features

Cross-Modal
Transformer

Temporal
Transformer

MLM

Frame
Features

Cross-Modal % I:I |:| il D D |:| 7J [ ‘ H

Transformer

e e (Masked) — - v 016345287
Qoar) somy dossr st Eﬁ‘;’; -:>Masked Language Modeling Frame Order Modeling

> MFMFlow > VSMFlow  >:-:3 Shulfie Frames
== MM Fiow [=—> FOMFiow (Cosin® Cosine Similarity

[ Frame Featres [ Masked Frame Features [ VSM Frame Features

[ word Features [C) Masked word Features [ Shuffled Frame Features

Visual Captioning

. green trees in the background
Photo taken during the day. red train car.

A horse carrying a large load of hay and
two people sitting on it.

*  Popular Topics: Advanced attentions, RL/GAN-based model training,
Style diversity, Language richness, Evaluation
*  Popular Tasks: Image/video captioning, Dense captioning, Storytelling

Text-to-image Synthesis

Popular Tasks:

+  Text-to-image

+ Layout-to-image

This bird is red

with white
. - h-to-
belly and has a ‘ isr:::; graph-to
veryshortbeak + Text-based image
editing
windowpane +  Storyvisualization
b=l SOTA Models:
bed lamp + StackGAN
——1* L[ | +  AttnGAN
A +  ObjGAN

Visual QA/Grounding/Reasoning

At

\

5 +
£y
VQA Referring Expressions

*  Popular Topics: Multimodal fusion, Advanced attentions, Use of relations,
Neural modules, Language bias reduction
*  Popular Tasks: VQA, GQA, VisDial, Ref-COCO, CLEVR, VCR, NLVR2

Self-supervised Learning
UNITER Model

E‘.--. man with his dog on a
dog v e

o i UNITER S UNITER S

. man with his (uase LMl man wi hs cog icts) e bus s -

Masked Language Modeling (MLM)  Masked Region Modeling (MRM) Image-Text Matching (ITM)
SOTA Models:
*  Image+Text: ViLBERT, LXMERT, Unicoder-VL,UNITER, etc.
*  Video+Text: Video-BERT, CBT, UniViLM, etc.

PARIMENT OF

SCIENCE =
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Future Directions

* General vision-language models
— Unified pipeline
* Architecture

Modality Modality :Mmﬁﬂi_ly
Interaction lnmracuon
Text Text Text  Visual
Embed Embed Embed  Embed
Text  Image Text  Image Text  Image Text  Image
(a) VE > TE > MI (b) VE = TE > MI (¢) VE > MI > TE (d)MI > VE = TE

Wonjae Kim, et al. "ViLT: Vision-and-Language Transformer Without Convolution or Region Supervision." In Arxiv 2102.03334

. . S —— e ——
Future Directions
Text Text Visual
Embed mbed Embed
e
Text  Image Tt Image Text  Image Text  Image
(a) VE > TE > MI (b) VE = TE > MI ©VE>MI>TE (dMl > VE=TE

e

= Transformer Encoder
- Feature
gH = 4-4@154-#@5@&5@@#
Fusion e Word Embedding me Proju:tloel of Flattened Pull:!lts

What is she eating?
ot she cating Encoding a stone statuc near an [MASK] s i .

* Unified visual-text representation

77



2021/7/9

Future Directions

Visual QA/Erounding/Reasnning

;—
-
[Sre————— pep—

vaa Referring Expressions.
RUG trsining. . . Usarof atations)
Style diversity, Language richness, Evaluation - Neural Mum‘;‘l}:‘m:u.f:awm.:;:sm et v v
s . storyteling * Populor Tasks: VQA, G, VisDisl, )
General vision-language models
Unified pipeline
* Tasks: V-L=>V-V, V-L, L-L
image question hypothesis premise paragraph
i What color is The woman This movie doesn't care

Inputs . th y The woman is drivi about cleverness, wit
\ e womc;m 3 is swimming. ;sarvinga or any other kind of
AN Jacket: car. intelligent humor. Chinese «--- English ----» German

R r——*—‘*] g e
Tasks \ detection ‘ SNLI-VE MNLI QNLI QaP \ S5T-2 I o 4
< Z [ ] [ e
100,
i | Image
v answer: L cannot be sentiment:
Qutputs \ contradiction 5
\ red J [ [ answered negative J
o
learned with a single Unified Transformer (UniT) across tasks

[1] Hu, Ronghang, et al. "Transformer is all you need: Multimodal multitask learning with a unified transformer." arXiv:2102.10772.
[2] Mingyang Zhou, et al. "UC2: Universal Cross-lingual Cross-modal Vision-and-Language Pre-training." arXiv:2104.00332.
S

Future Directions

General vision-language models
— Extra modalities, multi-lingual

DEPA
COMPUTER
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Future Directions

* External knowledge
* Specific domain

pressons e Referring expression

Multi-view Images Medical Concepts Ground Truth nrax
Why is [pers: Heart size and mediastinal
[person§! 5 | Heart Size, M"di“_s_‘i"“lv contour normal. There is
peyrepe——— £ [Coptusateshtial mild__diffuse__interstitial
|mo pancakes. ~ Prominence, Right Lung, prominence. worse in_the
| &y He just toia a joxe g Interval, Pneumonia, right lung base. This has
[[er e s testng accus & | Focal, Airspace, Scar. developed in_the interval,
| #Heis g o [pert and may represent atypical
2 . poneumonia.  More  focal
- . 4 right base airspace disease
< Rationale: | thi ‘,‘ 2| H Size. T e may represent scar given
L% : 'i e’ ) [personig] na § ;‘:‘:min‘ze:ce Right the stability over I‘ime. No
— s _ o [oersoragl] 2 5 s lobar  comsolidation  or
‘ hide all H show all || [person1] | [person2] ]@ [persond] witica vg Alrspace, Alkalics. effusion. No pneumothorax.
more objects » [person3iZ] B
[personziffj] are
o [parsonsgg] = | 4
— Il

There is a building whose outer wall is red on your left. On the ground floor of it, there is a restaurant with orange
sign and white letters and a small bookstore is next to the restaurant. Touchdown is at the center of the sign.

[1] Zellers, Rowan, et al. "From recognition to cognition: Visual commonsense reasoning." In CVPR 2019.

[2] * Yuan, Jianbo, et al. "Automatic radiology report generation based on multi-view image fusion and medical concept enrichment." In MICCAI 2019.

[3] Tam, Leo K., et al. "Weakly supervised one-stage vision and language disease detection using large scale pneumonia and pneumothorax studies." In MICCAI 2020.
iXi| " . i j ial Description Resolution ™ 1n Neuring 2020

Future Directions

* New NLP tasks
— Multimodal machine translation
— Video-aided grammar induction

WE[:W DE: Ein Kind, das mittelgrofs ist, springt

von einem staubigen Erdwall.

evaluate | [

EN: A medium sized child jumps off Ref: Ein mittelgroBes Kind springt von
of a dusty bank. einem staubigen Erdwall.

Bird sound

[1] * Huan Lin, Fandong Meng, Jinsong Su, Yongjing Yin, Zhengyuan Yang, Yubin Ge, Jie Zhou, Jiebo Luo. “Dynamic Context-guided Capsule Network for Multimodal Machine
Translation.” ACM MM 2020. (oral presentation)
[2] * Songyang Zhang, Linfeng Song, Lifeng Jin, Kun Xu, Dong Yu, Jiebo Luo. “Video-aided Unsupervised Grammar Induction.” NAACL 2021. (Best Long Paper)
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Keep in mind our original aspiration. Keep marching forward.

Computer vision is an interdisciplinary scientific field that deals with how
computers can gain high-level understanding from digital images or
videos. (Wikipedia)

“Vision is the process of discovering (and describing) from images what
is present in the world, and where itis.”

-- David Marr, Vision (1982)

Thank you!
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